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To facilitate clinical routine, medical information extraction (IE) research aims to make use of 

unstructured information as found in clinical documents such as discharge letters. In order to do so, 

most supervised machine learning approaches rely on large amounts of manually annotated training 

data. However, recent developments in NLP show promising results in text classification tasks using 

pre-trained language models (PLM) and prompts [1], severely reducing the need of supervision. 

In our work we evaluate pattern-exploiting training (PET, [2]), a semi-supervised few-shot learning 

method using prompts. Prompting exploits the ability of PLMs to infer knowledge from context 

without the cost-intense effort of model fine-tuning on large training datasets. In combination with 

lightweight supervision they achieve state-of-the-art results on various text classification tasks.  

Hence, we explore this method in a German clinical IE text classification task, where a model 

classifies sentences from German discharge letters from the cardiovascular domain into eleven 

section categories, using section annotations of a publicly available German clinical corpus.  

We evaluate PET using eight differently pre-trained PLMs and compare their results to baseline 

models used in current state-of-the-art approaches by running experiments on various few-shot 

training sizes. Our best performing PET model is based on a domain- and task-adapted BERT-large 

model [3], [4]. It achieves strong improvements over the baseline and publicly available PLMs for 

small shot sizes. We show that the performance gain diminishes with increase in sample sizes – an 

expected behavior that reinforces the incentives of our experiments. By studying interpretability 

methods, we were able to optimize the efficiency of our few-shot training sets, which improved the 

performance of our BERT-base model to a point where it achieves comparable classification results 

to the BERT-large model for selected section classes. 

Overall, our results imply that PET can significantly improve the cost-efficiency of clinical text 

classification tasks on low-resource languages like German, by considerably reducing the need of 

annotated data and computational resources. We hope that our findings will pave the way to 

simplify the development of accurate section classification models to support, e.g. the automatic 

extraction of patient medication information or cardiovascular risk factors from discharge letters in 

clinical routine. 
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